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ABSTRACT 
A path-graph is a graph that can be arranged in a linear sequence that two nodes are adjacent if they are consecutive 

in a sequence, nonadjacent otherwise [1]. In this paper, we will think of the situation that there is a path-graph of 

𝑝 nodes and a set of 𝑘 positive numbers which are less than a constant number 𝑑. Every node in the graph will be 

packed with a number in the set satisfying following constraints. First, sum of numbers in two adjacent nodes 

must be less than 𝑑. And first and last node has number limits that will be packed in each nodes. Then we want to 

check if the set of numbers is feasible to the path-graph or not. We will call the 𝑘 positive numbers ‘items’. The 

classic method of checking all possible cases can be done. But it takes too much computing time in the worst case. 

Algorithm we introduce reduces the complexity from 𝑂(𝑝!) to 𝑂(𝑝2). 
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INTRODUCTION  

A path-graph is a graph that can be arranged in a linear sequence that two nodes are adjacent if they are consecutive 

in a sequence, nonadjacent otherwise [1]. In this paper, we will think of the situation that there is a path-graph of 

𝑝 nodes and a set of 𝑘 positive numbers which are less than a constant number 𝑑. Every node in the graph will be 

packed with a number in the set satisfying following constraints. First, sum of numbers in two adjacent nodes 

must be less than 𝑑. And first and last node has number limits that will be packed in each nodes. 

We will call the  𝑘 positive numbers ‘items’ from now on. The problem is “can all items in the set be packed in 

the graph?” In other words, we want to check if the set of numbers is feasible to the path-graph or not. When𝑘 >
𝑝, it is obviously infeasible. So checking the case of 𝑘 ≤ 𝑝 is enough. The classic method of checking all possible 

cases can be done. But it takes too much computing time and our algorithm successfully reduces the time. 

This problem was discussed during our ongoing study about routing SMD gantry. SMD is a device that assembles 

electric components on PCB (printed circuit board). We studied about piano-type multi-headed gantry which is a 

gantry that has consecutive heads in a row with same intervals [2]. The components that should be mounted on 

gantry has different size and this may cause a collision between consecutive components. This was calculated by 

classic inefficient methods in real world industries. 

We found out that this problem can be thought as the problem of graph theory and defined as above. Since this 

problem is quite simple and has real world application, we concluded that it has some significant meanings and 

decided to introduce it. 

In this paper, we will first introduce some similar problems. And we will explain the algorithm and its validity. 

Lastly, we will end with our conclusion of the study. 
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LITERATURE REVIEW 
We found some problems which is related with our study. 

Four color theorem is a theorem which states that four colors are enough to color every planar map. Four color 

problem is equivalent with the problem that every adjacent nodes of every planar graph without loops can be 

distinguished with each other for maximum four colors [3]. This was proved by K. Appel and W. Hanken [4] by 

distinguishing every cases and using computer. 

Ménage problem is about finding the number of ways of seating n man-woman couples to the circular table with 

two constraints that is first, men and woman alternates, and second, partners doesn’t sit next to each other [5]. 

This problem can be said as sequencing people into cycle graph. Many solutions of this problem has been 

proposed. 

These problems and our problem are about packing elements into the graph with the properties that an element 

that is packed in a node limits the elements on adjacent nodes. Especially the Ménage problem deals with cycle 

graphs, which has some characteristics similar to path graphs. But our problem allows empty nodes and different 

number of nodes and elements. Also criteria of limiting adjacent nodes are different. So our algorithm won’t be 

an extension of previous studies and will be a separate study. 

ALGORITHM 
Goal of the algorithm we suggest is finding the best packing method to make an item set feasible to the path graph 

with constraints. Thus, if its infeasible after the algorithm, there is no better way to pack that item set into the 

graph. 

1. Assumptions 

• One node can be packed with maximum of one item only. 

• Size sum of two items that is packed on two adjacent nodes should be under a constant (≤ 𝑑). 

• Size of items are under 𝑑. 

• There is extra constraint on the item sizes of the leftmost and rightmost nodes. 

We will describe this problem in other words for readers to understand more easily. 

2. Equivalent description of the problem 
• We can assume that path graph is placed on the straight line of left-right direction and distance between eve

ry adjacent nodes is 𝑑. 

• We will say that item with size 𝑟 as a circle with radius 𝑟 and the center of the items sticks to the node whe

n it is packed. 

Then the problem is transformed into packing set of circle items into nodes at the center such that any two items 

never overlap. 

Also, to make the algorithm clear, we will define a specific item type which is called zero item. Zero items are an 

imaginary items that has size of zero but can occupy one node. If a zero item is packed on a node, it means that 

the node will be left empty. 

3. Notations 

• 𝑝 : # of nodes 

• 𝑛1,  𝑛2,  ⋯ ,  𝑛𝑝 : nodes (from the left) 

• 𝑏𝐿, 𝑏𝑅 : size limit of leftmost (𝑛1) and rightmost (𝑛𝑝) nodes 

• 𝑑 : distance between two adjacent nodes 

• 𝑘 : # of items 

• 𝑇𝑖  (𝑖 = 1,  2,  ⋯ ,  𝑘) : items in ascending order of radius (same notation for their radius ; 0 ≤ 𝑇1 ≤ 𝑇2 ≤ ⋯ ≤
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𝑇𝑘 < 𝑑) 

•  𝐼 = {𝑇1, ⋯ , 𝑇𝑘} : Set of all items which will be packed 

• 𝑍𝑖 (𝑖 = 1,  2,  ⋯ ,  𝑝) : zero items (same notation for their radius ; 0 = 𝑍1 = ⋯ = 𝑍𝑝) 

• 𝐼0 = {𝑍1, ⋯ , 𝑍𝑝} : Set of 𝑝 imaginary zero items 

4. Algorithm 
Simply saying, this algorithm is iteration of ‘packing the rightmost empty node with largest packable item 

in 𝐼 ∪ 𝐼0’. 

• Pseudo code 

𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑠𝑒𝑙𝑒𝑐𝑡_𝑖𝑡𝑒𝑚(𝑖𝑡𝑒𝑚𝑠 𝑠𝑒𝑡 𝑌, 𝑙𝑒𝑛𝑔𝑡ℎ 𝑏) 

 𝑟𝑒𝑡𝑢𝑟𝑛 ′𝑡ℎ𝑒 𝑙𝑎𝑟𝑔𝑒𝑠𝑡 𝑖𝑡𝑒𝑚 𝑇 𝑖𝑛 𝑌 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑇 < 𝑏′ 𝑎𝑠 𝑡ℎ𝑒 𝑜𝑢𝑡𝑝𝑢𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

main() 

{ 

𝑓𝑜𝑟(𝑗 = 𝑝; 𝑗 ≥ 1;  𝑗 − −) 

𝑖𝑓(𝑗 ≥ 2) 

𝑖𝑡𝑒𝑚 𝐶 =  𝑠𝑒𝑙𝑒𝑐𝑡_𝑖𝑡𝑒𝑚(𝐼 ∪ 𝐼0, 𝑏𝑅) 

𝑚𝑜𝑢𝑛𝑡  𝐶 𝑜𝑛 𝑛𝑗 

𝑏𝑅 = 𝑑 −  𝐶 

 𝑖𝑓(𝑗 = 1) 

𝑚𝑜𝑢𝑛𝑡 𝑠𝑒𝑙𝑒𝑐𝑡_𝑖𝑡𝑒𝑚(𝐼 ∪ 𝐼0, min (𝑏𝐿 , 𝑏𝑅))𝑜𝑛 𝑛𝑗 

} 

If this algorithm is done with a set of items 𝐼 and 𝑝 nodes, we say that 𝐼 is best-packed onto 𝑝 nodes. This 

algorithm has time complexity of 𝑂(𝑝2). 

5. Feasibility 

Let 𝐼′ is a set of remaining items of 𝐼 after the algorithm. Then if 𝐼′ is empty after the process, the original 

item set is feasible. Otherwise, infeasible. We will speak more precisely. 

• Sub-statement : For all 𝑘 ∈ 𝑁 (natural number), assume that 𝐼 = {𝑇1, ⋯ , 𝑇𝑘} (set of any 𝑘 items) is best-pac

ked into 𝑝 nodes with boundary conditions 𝑏𝐿 and 𝑏𝑅. Then, 𝐼 is infeasible if and only if 𝐼′ (set of remainin

g items of 𝐼 after it is best-packed) is not empty. 

• Statement : For all 𝑝 ∈ 𝑁, sub-statement is true. 

The statement can be proved by mathematical induction. It is enough to prove that 𝐼 is infeasible for 𝑝 nodes 

if 𝐼′ is not empty. The statement in other direction is obviously true. 

• Proof of the statement 

i) When 𝑝 = 1, Sub-statement is obviously true. 

ii) When 𝑝 = 𝑃, Assume that sub-statement is true. 

iii) W h e n  𝑝 = 𝑃 + 1 ,  L e t  𝐼′  i s  n o t  e m p t y . 

If 𝑃 + 1 nodes 𝑛1,  ⋯ ,  𝑛𝑃, 𝑛𝑃+1 are best-packed, left 𝑃 nodes 𝑛1,  ⋯ ,  𝑛𝑃 are best-packed also. It mea
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ns left 𝑃 nodes are infeasible by assumption on ii). 

 

Figure 1. Inductiveness of the algorithm 

a. If zero item is packed on 𝑛𝑃+1 (because other nonzero items were not packable to 𝑛𝑃+1), left 𝑃 no

des are best-packed with 𝐼. By assumption of ii), left 𝑃 nodes are infeasible. To make them feasib

le, other item set which is different from 𝐼 should be packed on left 𝑃 nodes. This means that an it

em of 𝐼 should be packed on 𝑛𝑃+1 and its impossible. 

b. If nonzero item 𝑇𝑗 is packed on 𝑛𝑃+1 (because 𝑇𝑗+1, ⋯ , 𝑇𝑘 are not packable to 𝑛𝑃+1), left 𝑃 nodes 

are best-packed with 𝐼/{𝑇𝑗}. By assumption of ii), left 𝑃 nodes are infeasible. To make them feasi

ble, other item set which is different from 𝐼/{𝑇𝑗} should be packed on left 𝑃 nodes. This means th

at an item of 𝐼/{𝑇𝑗} should be packed on 𝑛𝑃+1. So we pack 𝑇𝑖  (or a zero item) which satisfies 𝑇𝑖 <

𝑇𝑗 on 𝑛𝑃+1 and assume that there is a feasible packing sequence in this condition. We will notate t

he node that holds 𝑇𝑗 as 𝑛𝑡 in this feasible sequence. Then if we reverse the sequence of items fro

m 𝑛𝑡 to 𝑛𝑃+1, 𝑛𝑃+1 holds 𝑇𝑗 as it was at the first time and it is also feasible. It makes contradictio

n since assumption of ii) makes the reversed sequence infeasible. 

 

Figure 2. Diagram of iii)-b. 

This shows that if we assume that sub-statement is true when 𝑝 = 𝑃, sub-statement is also true when 

𝑝 = 𝑃 + 1. 

Three steps conclude that the statement is true. That is, following the algorithm is actually the best way to 

make the set of items feasible to the graph. 
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DISCUSSION 
This was the case of path graph and we can also think of the cycle graph. If we pack any item at any point of the 

cycle at the first time, the problem becomes just as the case of path graph with left and right boundary conditions. 

So we can execute the same algorithm to check the feasibility of the cycle graph. 
 

CONCLUSION 
This paper defines the item packing into path-graph problem and introduces the exact algorithm to check the 

feasibility of the item set. It reduces the complexity from 𝑂(𝑝!) to 𝑂(𝑝2). One of the applications can be SMT 

gantry mount feasibility problem and we will study further on this topic. 
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